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Abstract

Multiply charged ions are not only carriers of mass and charge, but have atomic structures of their own. These structures
as well as the energy that may be stored electronically in such ions bear upon any processes that involve multiply charged ions.
However, it is easier and the information cleaner when these properties are being studied at times when the ions are not
undergoing collisions or interacting with external fields or with surfaces. The information is then regularly imparted by
observing light that is from radiative processes. Techniques and results of such photon observations of multiply charged ions
are presented. (Int J Mass Spectrom 192 (1999) 347–365) © 1999 Elsevier Science B.V.
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1. Introduction

The matter in the world around us is quasineutral,
and positive charges (mostly of ions) and negative
charges (mostly of electrons) balance. However, sin-
gly charged ions play important roles in biological
and chemical processes. In principle, ions can be
negatively charged (from additional electrons at-
tached to the normal neutral state) or positively (when
electrons are missing, usually due to some energetic
mishandling of the atom). Theoretical and experimen-
tal evidence so far says that there are no multiply
charged negative atomic ions. We will therefore deal
only with positive ions, and will concentrate on those
that are short of several electrons. In this deprived
state, the Coulomb field reaches far and strong, so that
multiply charged ions capture electrons in order to get
closer to the neutral state, if electrons are available.
Obviously such ions are more stable in a good
vacuum, which is why they do not appear in nontech-

nical environments on Earth, with the possible excep-
tion of flashes of lightning. However, there are plenty
of multicharged ions elsewhere, e.g. above the surface
of the sun. There the vacuum is excellent; electrons
are plenty and excite and ionize the atoms, but are too
energetic to be readily captured by the ions. Collision
processes certainly can produce multiply charged
ions. However, we cannot put a particle detector close
to the sun and check for the charge-to-mass ratios of
particles out there. How do we then know what atoms
are there that can be ionized and what charge states
are being reached?

The first clues to the answers to this riddle are
about 200 years old: Joseph Fraunhofer combined a
telescope with a prism and found that the dispersed
spectrum of the sun showed a number of dark lines on
a more or less uniformly bright background. Half a
century later, Bunsen and Kirchhoff discovered sim-
ilar lines in the laboratory, the same wavelengths as
bright lines (on a dark background) appeared when
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burning certain materials in a flame. The specific
wavelengths apparently were a signature of chemical
elements and, depending on conditions, could be seen
in emission or absorption. This not only initialized
spectral analysis, but also furthered solar research:
now it was obvious that the same species of atoms as
on Earth occur in the sun. The same only? There were
quite a number of lines, some of them prominent, that
seemed to be observable only in the solar spectrum
and not in the laboratory. Some lines were ascribed to
an element that was believed to be present only in the
sun (“helium”), until it was finally found on Earth,
too. Other lines, notably from the solar corona (in-
cluding the speculative element “coronium”) that is
visible only during solar eclipses, needed the best part
of another century for their identification. In the
1930’s, the development of the production and spec-
troscopy of multicharged ions was pushed by Edle´n
and Tyrén at Uppsala [1]. Then, in 1942, Edle´n [2]
showed that the small energy differences of spectral
lines in the extreme ultraviolet [(EUV), transition
energies of the order of 100 eV] that he had observed
with ever more powerful electrical discharges (vacu-
um sparks) agreed precisely with the photon energies
of various coronal lines (of order 2 eV). This proved
the presence of highly charged ions of Ca and Fe (and
later of many other elements as well) in the solar
corona. The energies needed to ionize any atom to
such a degree of ionization are in the range of a few
hundred electron volts, but the visible solar “surface,”
the photosphere, is at a temperature of about 5500 K,
or about 0.5 eV. This implication shook up the solar
physics community, and it necessitated a complete
rethinking of the structure of and the processes near
the solar surface layers. When eventually hot plasmas
were produced on Earth in the attempt to mimic solar
fusion processes, spectroscopy was available to sup-
ply nonintrusive tools for plasma diagnostics. You
cannot touch the sun, as it is so far away in space and
gravitational potential, and you do not want to be near
a hot fusion plasma. However, radiative processes
take place and tell about the ions by the light: Catch
the photons and learn about the emitter (and its
surroundings)!

2. Ion production

Although singly charged ions can be produced in
many processes (like thermal motion and collisions,
field-emission, lower electric discharges, and others),
further ionization is overwhelmingly achieved by
electron–ion collisions of various circumstances. In
the electron cyclotron resonance ion source (ECRIS),
free electrons are heated resonantly by microwave
radiation at a frequency determined by an external
magnetic field. The energetic electrons then hit bound
electrons of the atoms of the source gas and chuck
them out of the atom. In the electron beam ion trap
(EBIT) [3] or ion source (EBIS), the ions are confined
and then exposed to a steady, intense stream of
electrons, successively stripping away electrons from
the ions. Before the advent of these ion sources, low
charge state ions were accelerated and then passed
through a gas or a thin foil [3–7]; by collisions mostly
with the sea of target electrons, atoms would lose
outer electrons and thus reach higher charge states.
(There are many more electrons than atomic nuclei,
and the energy transfer in binary collisions is more
efficient among electrons than in collisions of atoms
with electrons.) Although it was in this way that
uranium was first stripped of all its electrons, at ion
energies beyond 500 MeV/nucleon [8], it takes much
more modest means to reach the same center-of-mass
collision energy (and thus reaches the same ion charge
state) by 250 keV electron bombardment of U ions
trapped in an EBIT [9]. However, there are factors
and physics problems involved, in particular the
inherent time resolution at the few picosecond level,
that necessitate the use of the high-energy accelerator
for some atomic physics applications. The fraction of
ions not in their atomic ground state differs from one
type of ion source to the other and also depends on the
operating conditions and on the ion energy. Literature
values vary from a few percent to some 50%. De-
pending on the lifetimes of the levels involved, this
may mean a very notable or a negligible effect for the
user of the multiply charged ions. Collision cross
sections of excited ions are certainly larger than those
of ground state ions, in some cases by orders of
magnitude, so that even a small fraction of excited
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ions may need to be taken into account in quantitative
experiments.

3. Structure and dynamics

The analysis of spectra like those observed by
Bunsen and Kirchhoff, combined with the concept of
the atom consisting of a nucleus and electrons, led to
conclusions as implied by Bohr’s postulates: The
atom has specific energy states; any energy absorbed
or emitted matches the energy difference of initial and
final states. Additional reasoning about angular mo-
mentum and quantization (Planck’s constanth) and
incorporating the empirical Balmer formula would
then yield proper estimates of the energy states of a
simple atom, like hydrogen. Unexplained at the time
remained other, also very basic observations: Most
elements have much more complicated spectra (later
identified as multielectron spectra, with electron–
electron interactions and particular coupling system-
atics), and spectra had much fewer lines (and of very
different intensities) than could be assumed if any
combination of levels could result in an atomic
transition (additional quantum numbers, selection
rules, transition probabilities). Quantum mechanics
would be needed to deal with all these aspects of
atomic structure and dynamics, and then the need to
include relativity would show, and quantum electro-
dynamics as the first successful quantum field theory
would follow.

With the 92 elements up to uranium and all their
ionization stages, there are of order 4000 atomic
systems, each with its own characteristic spectrum.
Leaving out neutral atoms and ions in low charge
states, the number of different multiply charged ions
is still far beyond 3000. What is needed is some kind
of systematization to structure this multitude and get
a handle on the physics. Electrons fill up atomic shells
obeying the Pauli exclusion principle. Adding an
electron changes the number of electron combinations
and the total spin. Therefore the concept of elements
(the number of protons in the nucleus) is of very
limited use with multiply charged ions. On the other
hand, the atomic structure (dominated by the number

of electrons) is rather similar with all ions that have
one (two, three, or more) electrons. The common
parameter in such isoelectronic sequences is the
number of electrons; the running parameter, incre-
menting by integers, is the nuclear charge. Such
sequences are then named after the element at the
neutral end of the sequence, be it H, He, Li, or
whatever else. Hylleraas [10] found out that many
atomic parameters (such as level energies and their
differences, line strengths, oscillator strengths, transi-
tion probabilities, etc.) could be described by series
expansions with characteristic leading terms. Again,
Edlén [11] provided practical recipes for the applica-
tion of these ideas to experimental data. There are
deviations from the simple trends for ions of low
charge state and for neutrals, but those are anyway of
no interest in the present context (for a tutorial on the
basics, see [12]). We therefore enjoy the benefits of
isoelectronic comparison and scaling: If characteristic
properties of a few cases in an isoelectronic sequence
have been determined by experiment or calculation, it
is fairly straightforward to obtain valid estimates for
other ions in the same sequence that have not been
covered before.

One has to keep in mind that different atomic
properties may scale differently with the nuclear
chargeZ (or the ion core chargez 5 Z 2 N 1 1 that
the valence electron experiences, withN being the
number of electrons, and possibly a screening correc-
tion), and thus some properties may be unimportant in
comparison to others or be dominant in different parts
of an isoelectronic sequence. For example, the energy
difference between atomic shells with quantum num-
bers n (Dn . 0) scales withZ2 as in any H-like
system (see the Bohr formula). The fine structure
splitting, a relativistic effect, scales withZ4, as does
(approximately) the Lamb shift, a quantum electrody-
namic (QED) effect. Consequently the fine structure
splitting increases toward uranium on a relative scale,
but remains in proportion with the QED contribution.
However, if the ion has several electrons, the degen-
eracy of levels of a given principal quantum number
n is lifted, and electron–electron interaction intro-
duces level splittings (andDn 5 0 transitions) that
increase linearly withZ. Compared to these, theZ4

349E. Träbert/International Journal of Mass Spectrometry 192 (1999) 347–365



dependence of the relativistic effects can be quite
massive, with drastic changes of the level structure for
high nuclear charges.

Transition probabilities also show interestingZ
dependences. The basic electric–dipole (E1)Dn . 0
transitions as described by the Bohr formula scale
with Z4. This means that nanosecond lifetimes in H
correspond to sub-picosecond lifetimes in Ne91 and
beyond, and such short lifetimes probably are mea-
surable only by observing natural line widths—a
formidable challenge in most situations. However, the
probabilities for E1 transitions within a given shell
(Dn 5 0) scale linearly withZ and thus remain
measurable even in very highly charged ions [13–15].
There also are levels that cannot decay by E1 radia-
tion because there is no lower level of opposite parity.
Such levels often can decay by magnetic dipole (M1)
or electric quadrupole (E2) radiation, which is of
negligible probability at lowZ, but scales withZ10

and Z8, respectively, often becoming dominant at
highZ. Last, but not least, there are E1 decays that are
hindered by the spin-conservation rule that defines LS
coupling (L is the sum of the angular momenta, S is
the total spin, both are then coupling to a total angular
momentum quantum number J). These transitions
connect levels in term systems of different level
multiplicity (different spin) and therefore are called
intercombination lines. The transition probability may
scale as steeply asZ10 for low Z andDn . 0) or be
close toZ7 (for Dn 5 0) (individual electron angular
momentum l and spin s couple to total angular
momentum j; then these individual j values couple to
yield J) (see examples discussed in [16,17]). Withjj
coupling being approximated for highZ, the concept
of multiplicity and intercombination transitions fades,
but even injj coupling the corresponding level re-
mains relatively long lived. What is interesting in
these cases is that higher-order terms in atomic
structure become observable and even measurable,
when the normal, lowest-multipole order transitions
are blocked. Lifetime measurements then sense these
higher-order terms directly. An extreme case (no
lifetime measurement yet) is the observation of a
magnetic octupole (M3) transition in Th621 and U641

[18].

4. Light sources

Atomic structure and dynamics are intertwined.
The different energy ranges and time ranges require a
variety of detection systems and schemes. However,
there are light sources that yield information mostly
on structure, and others that yield better access at the
dynamics in the ion. For time-integrated observation,
we might, for example, look for light right inside the
plasma. What we normally find there is some steady-
state situation, a dynamic balance of excitation and
de-excitation processes. Although that may be typical
for a working plasma, it is not ideal for obtaining
information on individual ionic species, except for
monitoring and perhaps optimizing their production.
The observation of other plasmas will suffer similar
setbacks, but specific plasmas may nevertheless offer
specific properties that are valuable for spectroscopy.

An example is the aforementioned solar corona. It
is hot and thus contains heavy ions (mostly up to Fe)
in many charge states; in solar flares, even Fe can be
fully ionized. This comes about by a steady supply of
fast electrons and protons (solar wind) for excitation
and ionization, but at an electron density that is so low
that there is little (but some) chance for recombination
with ambient electrons. The typical time intervals
between collisions are much longer than even the very
long (microsecond, millisecond) lifetimes of particu-
lar levels in some highly charged ions, which gives
them the chance to de-excite by emission of light. The
solar corona does vary in its properties, but the
changes take place on the scale of minutes, hours, and
days. From a spacecraft in Earth orbit (much of the
spectrum is blocked by the atmosphere from reaching
observers on the ground), extended exposure times
are possible, permitting very high spectral resolution
work. The result are spectra of high quality. However,
there are many elements in the sun, and laboratory
work is necessary to find out what line belongs to
what element. Also, in order to interpret the observa-
tions for the understanding of coronal conditions,
additional information on collision processes and
radiative decay rates has to be obtained from theory
and laboratory work [19,20].

The sun’s inner workings are nowadays assumed
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to be fueled by nuclear fusion. Among the terrestrial
devices that seek to emulate this energy conversion is
the tokamak, a ring-shaped plasma discharge with
confining magnetic fields. The plasma in the tokamak
is much denser than the solar corona, but by terrestrial
standards it is still a low-density plasma. Because of
this low density, tokamaks need to reach temperatures
much higher than those of the interior of the sun, and
therefore as a spectroscopic light source they are more
related to the corona. The higher densities than in the
corona imply faster collisional quenching, so that
levels with lifetimes exceeding, say, 1ms are suffer-
ing from this. In terms of highly charged atoms,
tokamaks have provided data on ions like almost bare
Fe and Ne-like Eu531 [21–26]. Tokamaks have de-
veloped from millisecond pulse lengths to second-
long pulses. However, on an atomic scale, for practi-
cal purposes this range still means a steady state that
yields little information on atomic dynamics.

Higher charge states (up toq 5 531 for Na-like
ions [26–32]) have been reached in dense plasmas
that were produced by tight focusing of laser light
onto the surface of a solid. Using nanosecond pulses
at power densities of TW/cm2, the material in the laser
focus is converted quickly into a plasma plume that
becomes opaque to further irradiation and then that
expands into vacuum. The high electric field strength
of the intense laser light produces very fast electrons
that rapidly ionize the atoms in the plasma until
densities drop off from the expansion. This is a highly
transient phenomenon, but by clever observational
tricks one can deal with some factors that limit the
spectroscopic exploitation. For example, observation
is being done parallel to the surface and at a distance
of about 1 mm from it; this avoids the hottest and
brightest part of the plasma in favour of a region
where the plasma mostly streams away from the
surface, and is viewed at right angles which mini-
mizes the Doppler effect of the fast ion motion.
Furthermore, a line-shaped focus (that is observed
along its length) optimizes the ratio of ions moving in
parallel to those expanding rim sections. The density
of the plasma that is advantageous for reaching high
charge states quickly is, however, adverse to the wish
of observing long-lived ions. Dense, laser-produced

plasmas, remarkably, are themselves media that may
show amplified stimulated emission (ASE), a major
step toward real lasers in the EUV or soft-x-ray range.
For a glimpse of what has been reached within the
first decade of ASE in the soft-x-ray range, see [33].

Time-resolved observation of atoms or singly
charged ions has for a long time been effected by
(pulsed) electron–atom collisions and then by pulsed
lasers, or lately by fast atomic beams and continuous
wave (cw) lasers. However, we want to discuss
multiply charged ions, and their production and ob-
servation, in particular, by time-resolved measure-
ments; this is a complex matter. For meaningful
time-resolved observations on multiply charged ions,
light sources with completely different concepts are
needed. Of these we will discuss foil-excited fast ion
beams and traps of different designs (electrostatic
trap, storage ring, electron beam ion trap) and evalu-
ate their respective merits.

5. Foil-excited ion beams

When a beam of fast ions (in a vacuum) is being
passed through a thin foil, not only a charge state
distribution among the emerging ions is found, but
also light can be observed: The interaction of the
projectile nucleus and electrons with the target elec-
trons is so violent that multiple excitation occurs with
subsequent autoionization, and there also can be
electron capture upon leaving the foil. The ions are
much heavier than the electrons they collided with, so
that the ions continue with only little change of speed
and direction. (Nuclear collisions would result in
larger deflections.) The ions travel with constant
velocity in a high vacuum (no external perturbations),
so one can observe their electronic restructuring. The
flight distance behind the foil immediately corre-
sponds to the time-of-flight since the last massive
perturbation. Tracking a spectral line as a function of
distance yields a decay curve that can be evaluated in
terms of atomic lifetimes in the few-picosecond to
many-nanosecond range. Observing spectra at differ-
ent locations along the ion beam yields spectra that
are prompt or delayed, and therefore are dominated by
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the decays of very short-lived or of longer-lived
levels. The acceleration and ion transport system
combine in providing an ion beam of isotopic purity,
on which intrinsically time-resolved (by sheer geom-
etry) observations in the subnanosecond range are
possible. (See Fig. 1.)

The technique has been realized by Kay [4] and
Bashkin and co-workers [5,6] around 1963. It has
since expanded to some of the largest accelerators,
work has been done on states up to the highest charge
of the heaviest element [13,14]. Beam-foil spectros-
copy has been put to very many uses, from funda-
mental wavelength and lifetime spectroscopy on few-
electron systems [34–40] to the provision of
comparison spectra for plasma devices or the elemen-
tal identification of lines in the solar corona [41].

However, there are problems [7]: The excitation by
ion–foil interaction is nonselective. This has the
advantage of reaching excited levels that are not
reached in other light sources, like many multiply
excited systems with several electrons not in their
lowest states. (For experiments on processes this
implies that very much excitation energy can be
transported in an ion, by distributing the energy to
several electrons.) This also has the disadvantage that
the spectra are very rich in the number of lines, but
not in their intensity, so that line blends are frequent.
The low light intensity necessitates the use of poorer

spectral resolution than is available with other light
sources (although some of that can sometimes be
saved by the technique of refocusing [42,43]); wider
spectrometer slits or larger detectors result in Doppler
broadening. For wavelengths there is also the problem
of Doppler shifts, for lifetime measurements that of
cascade repopulation. Ingenious techniques can some-
times work around these problems so that precise
wavelength and lifetime measurements are possible.
This is important, because there are cases where
beam–foil spectroscopy is the only tool available.
Such is the case for the systematic study of the
transition probabilities of resonance and intercombi-
nation transitions in few-electron systems (Li, Be, Na
sequences [15,44,45]), or delayed spectra that illumi-
nate the role of very long-lived excited levels in
highly charged ions [34], or for differential lifetime
measurements that are sensitive to higher-order auto-
ionization effects [46] or to hyperfine structure
[47,48].

There are many successes of beam–foil spectros-
copy, but as a physicist one is interested in preparing
the systems of interest in the cleanest possible way,
and for such goals new tools have been developed
recently.

6. ECRIS, EBIS, EBIT

Beams of fast ions can be further ionized by being
passed through thin layers (foils or gases) of matter,
and in a multistep process with several stripping
stages, accelerators can reach very high ion energies
and very high ion charge states. In order to save some
of the steps, ion sources have been developed that
permit an accelerator to start out with multiply
charged, if not highly charged ions, instead of the
singly charged ions used for decades. One of these ion
sources is the aforementioned (ECRIS), which uses a
plasma inside a strong magnetic field. Free electrons
gyrate around the magnetic field lines, and this motion
can be sped up by sending in microwave radiation at
the cyclotron resonance frequency. With sufficient
microwave power and an appropriate source geome-
try, high charge states can be reached, and ions of Xe

Fig. 1. Schematics of beam–foil spectroscopy: A well-collimated
beam of fast ions traverses a thin foil and continues with almost the
original velocity. Observation of a section of the excited ion beam
is intrinsically time-resolved. Here a grating spectrometer with a
microchannelplate (MCP) multichannel detector is sketched.
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can be almost fully stripped. ECRIS is an interesting
ion source, but it has only limited value for a light
source to be studied spectroscopically. However, ions
extracted from ECRIS at kiloelectron volt energies
may be guided to gas targets. Photon spectroscopy (of
the ions that have captured one or more electrons in
the collision) then reveals that ion–atom collisions in
this energy range often lead to peculiarities of atomic
level populations and thus to interesting insights into
the collision process (for a small, nonrepresentative
selection of the many studies, see [49–56]). The ion
currents apparently are not yet high enough to permit
high resolution spectroscopy, though.

An alternative design is the EBIS. It basically is a
Penning trap with a strong magnetic field. An intense
electron beam is injected along and thus guided by the
magnetic field. If inside the trap volume [defined by
the magnetic field (for radial confinement) and by
charged electrodes (for axial confinement)] an atom is
ionized by the impinging electron, it is immediately
trapped. The ion cannot move out, but may be hit by
more electrons which successively strip off further
electrons from the trapped ion, increasing its charge
state. The radial trapping of ions is aided by the space
charge of the electron beam (however, the ion cloud
expands, but remains trapped when the electron beam
is switched off, as is being done in atomic lifetime
measurements). Ambient slow electrons may be cap-
tured. The balance of ionization and recombination
depends on the available electron energy and the
ionization energies of the ions in the respective charge
states. The ionization limit is reached when the next
ionization step would require more energy than is
available in the electron beam. There also are some
ion losses due to recombination with ambient elec-
trons, or charge-changing collisions with rest gas
atoms that may result in drastic changes of individual
ion trajectories. The ionization process works best
with a good spatial overlap of the electron beam and
the accumulating ion cloud; this overlap is aided by
the space-charge compensation that the electron beam
provides for the ion cloud until the space-charge limit
is reached, the electron beam even provides an attrac-
tive potential. With the electron beam around, ioniza-
tion and recombination are possible and contribute to

a dynamic balance that depends on the electron beam
density and energy. After a while (up to a few seconds
for the highest charge states), a steady-state equilib-
rium is reached, with a certain charge state distribu-
tion. As the electron beam energy can be adjusted, any
charge state of any element can be reached and
studied—with spectroscopic precision [57–63].

EBIT is a very stable and rather clean light source.
The ion cloud is about 2 cm long and has a diameter
very much like a human hair, about 70mm. In order
to maintain optimum light collection, this well-de-
fined radiating cloud can be observed immediately,
without an extra spectrometer entrance slit. Practical
operation of this light source, however, is a bit more
complicated: Ion trapping is aided by bleeding in
light-atom gases, like nitrogen, and there always are
heavy-ion contaminants like Ba (from the electron
gun) that tend to accumulate in the trap volume and
need to be purged regularly.

7. Level lifetimes

Line strengths, transition moments, oscillator
strengths, and level lifetimes all (largely interchange-
ably) describe how an atom or ion responds to
electromagnetic fields: To real fields by absorption or
stimulated emission, or to the so-called vacuum fluc-
tuations by spontaneous emission. Some transitions
seem easy and correspond to bright lines and high
transition probabilities, others are possible, but less
likely (lower transition probabilities) and often found
to violate some conservation rule (spin or else). Yet
other lines that would correspond to a level difference
in the atom do not occur at all. These cases are
described by selection rules that link the properties of
the electromagnetic field and the symmetries of the
atomic system. We call allowed transitions those that
imply electric dipole radiation (E1) and connect levels
of opposite parity; this implies also that the total
angular momentaJ of initial and final states must not
differ by more than one unit, nor must both be equal
to zero. Corresponding rules can be formulated for the
next terms in a multipole expansion of the radiation
field. We will discuss some of these in our examples.
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Right now we only need to realize that the transition
rates for different types of transition can be very
different and scale differently with the nuclear charge
Z. The different time ranges, just as the different
energy ranges, require different technical measures
for detection and proper measurement. We concen-
trate on cases of multiply charged ions. This excludes,
for example, absorption measurements, as the density
of multiply charged ions is rarely high enough to
render absorption of radiation measurable. The fol-
lowing discussion roughly moves from femtosecond
lifetimes to the second range.

In EBIT, the kinetic energy of the trapped ions is
limited by the axial electrode potentials (usually a few
hundred volts); ions that are too fast leave the trap.
High-resolution spectroscopy shows that emission
lines from excited ions are Doppler broadened be-
cause of the kinetic energy of the ions. By lowering
the potential barriers, the faster (“hotter”) ions escape,
and the “temperature” of the remaining ion cloud is
being reduced (as is seen by the reduced Doppler
broadening). Usually some light element gas (nitro-
gen) is bled into EBIT to provide a “collisional
coolant” for the heavier ions of interest. In some cases
the cooling extends far enough to let the natural
lifetime broadening of extremely short-lived atomic
levels become visible. Lifetimes in the femtosecond
range can then be determined from a measurement of
the line width, as has been demonstrated by high-
resolution x-ray spectroscopy on Cs451 ions trapped
in EBIT [64].

With traditional beam–foil spectroscopy and ion
energies of order 0.5 MeV/nucleon, the ion velocity is
1 cm/ns. If the optical detection system or the me-
chanical foil drive is capable of micrometer precision
displacement, picosecond lifetimes are measurable, in
favourable cases even subpicosecond lifetimes. On
the long lifetime side, a vacuum chamber will nor-
mally not be longer than 1 m (or 100 ns time of flight);
using the beam pipe for an extension, we get up to a
few hundred nanoseconds, but we get also into trouble
because of ion beam geometry (divergence), optical
field-of-view and so on. Thus the optimum working
range of beam–foil lifetime measurements is from
picoseconds to, say, 30 ns. If a level has a lifetime not

very different from those that decay into it (decay
chains or cascades), the decay curves are difficult to
analyse and may suffer badly from systematic error.
However, by observing such cascades directly and
performing a correlated analysis, the lifetime preci-
sion can be as good as about 1% in very favourable
cases, though 3 to 10% is more typical. This is as
good or better than most calculations. Only on few-
electron systems, for example the resonance lines in
Li- and Na-like ions, there are battles being fought for
higher precision in theory or experiment, and the
advantage has been on either side at given times. For
some systems now theory seems to be in the lead, but
not for ions with more than one electron in the valence
shell.

For much longer atomic lifetimes than 30 ns,
different techniques are needed. Even slowing the ion
beam down, by the way, does not help that much:
Reducing the energy by a factor of 100 reduces the
velocity (and thus the geometric time scale) by a
factor of 10 only—and already necessitates a decou-
pling of the charge state production (which with
beam–foil experiments is happening in the foil or a
gas target) from the ion energy [65,66]. A dedicated
ion source (ECR or EBIS, as mentioned above) might
go some way, but not very far, as their output beams
are either not well collimated or not very intense (for
a general discussion, see [7]). The only way out,
apparently, is the trapping of such ions.

In conventional ion traps, the energies of the stored
particles are less than, say, 100 eV. Penning [67],
Radiofrequency (Paul and Steinwedel [68] and elec-
trostatic (Kingdon [69]) [70–72] ion traps have been
used for lifetime measurements of a fair number of
intercombination and some forbidden transitions in
low charge state ions. The lifetime range covered is
about 0.1 ms to a few seconds, with typical uncertain-
ties of the results near 5%, although earlier measure-
ments sometimes scattered by much more. Much of
this uncertainty is due to charge exchange collisions.
Working at low pressures to keep collision rates low
also implies a weak signal, because there is so little
material to produce ions from, unless one produces
the ions elsewhere and transfers them into the trap, or
from one trap to another one that operates under
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cleaner conditions. In order to find the true lifetime,
one does measurements at various pressures and
extrapolates the measured lifetimes toward zero pres-
sure. Some of such lifetime measurements have re-
ported data at the 1% level of uncertainty.

8. Storage ring—an endless trap for high-energy
particles

The cross sections for charge-changing collisions
are large in the energy range of less than 100 eV
where most of the above light sources and traps
operate, but much smaller for more energetic particles
(beyond the Bohr velocity, that is beyond 25 keV/u).
However, beams of energetic particles are traveling
too far within an atomic lifetime to permit reliable
lifetime measurement in the range above a few
microseconds when using standard beam–foil tech-
niques. A way out of this dilemma is to take a fast ion
beam and curve it back on itself, forming a ring. In
such a storage ring, the ion beam can travel for
thousands or millions of kilometers (and does), if the
vacuum is good enough. Instead of moving a target or
a detector, the ring is being filled once, and then the
observer can sit still and watch the ion beam decrease
in current (inevitably, because the vacuum will not be
perfect) and record some signal from the given
long-lived excited level of interest. Typical heavy-ion
storage rings have circumferences of order 30–100 m,
and the ion beams take 2–10ms per turn. If one wants
to follow the signal for a few turns of the ion beam,
this implies a lower lifetime limit of order 100ms; the
upper limit results from collisions that change charge
state and trajectory. For low charge state ions of a few
megaelectron volts energy, this storage time may be a
few seconds, and for high-charge state energetic
beams (100 MeV/nucleon), this can well be many
hours or days. The optical signal from the remaining
ions has to be corrected for the number of the
remaining ions, but this is simply done by a continu-
ous measurement of the stored ion current. The
lifetime of ions stored in a storage ring is much larger
than that in radiofrequency or Kingdon traps for
several reasons: In order to optimize storage times,

the vacuum of storage ring vessels needs to be
extremely good (10211 mbar and better). This is
possible, because the ion beam to be stored is pro-
duced elsewhere and only then injected into the ring,
whereas with classical ion traps the ions often are
produced inside the trap—necessarily at a worse
pressure. Also, the collisional cross sections for a
variety of processes are large at low (electron volt)
collision energies which are typical for classical ion
traps; storage rings, however, operate on megaelec-
tron volt ions that by virtue of the high collision
energies feature collision cross sections are lower by
several orders of magnitude.

Heavy-ion storage rings have been built at Heidel-
berg (TSR), Aarhus (ASTRID), GSI Darmstadt
(ESR), Uppsala (CELSIUS, a former part of a chain
of accelerators at CERN), and Stockholm (CRY-
RING). All of these accept ion beams from an
accelerator and can then work as a circular accelerator
to boost the energy of the stored ions, and all of them
have devices to reduce the momentum spread of the
ion beam (“cooling”). (For enlightening conference
proceedings and survey papers, see [73–77].) The
most common device is an electron cooler, where a
beam of electrons travels with the ions for a section of
a meter or so and is then deflected away again. These
electrons are produced as a “cold” beam, by control-
ling the emission process from the source, kinematic
compression, and adiabatic cooling, and they are
adjusted to travel at the same velocity as the ions in
the storage ring. By collisions with the ion beam, the
“thermal” energy of the ion beam gets distributed over
ions and electrons, that is, the ions lose some momen-
tum spread, and the electrons are burdened with some.
The electron beam is deflected out, and the ion beam,
now “cooler” than before, proceeds (Fig. 2).

9. Spectroscopy on one-, two-, three-, and four-
electron systems

The spectroscopic tasks on multiply charged ions
can be sorted by the growing complexity of atomic
systems, from one- to many-electron systems, from
gross structure via fine and hyperfine structure to
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QED effects. Connected with these are (electric–
dipole) allowed and (electric–dipole) forbidden tran-
sitions, intercombination decays, higher-order multi-
pole radiation and hyperfine-interaction induced
decays. There are multiphoton decays and interfer-
ence effects that become apparent in emission pat-
terns. Obviously, complete coverage would exceed
the scope of this manuscript, and only a few samples
can be presented.

One-electron systems are the ones that have been
calculated to the highest precision, and largely more
precise than can be measured in ions beyond hydro-
gen (which can be studied by extremely precise laser
techniques). If a system can be calculated so well, it is
small effects that are of interest and want to be
measured against a “background” of large contribu-
tions. Among these small effects are QED and hyper-
fine structure effects. QED effects are often labeled as
the Lamb shift, which in turn is dominated by the
self-energy contribution—most other QED effects
largely cancel each other [78]. Although there have
been a number of experiments on then 5 1 andn 5
2 Lamb shifts (the deviation of the 1s1/ 2 level energy
from the value predicted by Dirac’s relativistic calcu-
lation, and the level shift of the 2s1/ 2 level from the
Dirac energy of the 2p1/ 2 level), presently, in high-Z
atoms theory seems ahead in precision. Lamb shift
measurements in multiply charged one-electron ions
have been tried in many ways, from the optical analog
of the classical Lamb and Retherford experiment,
trying to induce the 2s–2p transition by laser light
[79] over attempts at mixing states of different parity

by external fields [80,81] to spectroscopic observa-
tions of various kinds. (For a survey of the pre-EBIT
and pre-storage ring Lamb shift experiments on mul-
tiply charged heavy ions, see [82].)

The short lifetime of the 2p levels results in a level
width that is about one tenth of the mean transition
energy. For very heavy ions, this transition energy
corresponds to wavelengths in the visible–ultraviolet
(VUV) and EUV spectral ranges, where spectrome-
ters and detectors are not very efficient. It then seems
better to observe the ground state transition 1s–2p,
which involves a large amount of less interesting
hydrogenic transition energy, but also the eight times
larger ground state Lamb shift (the Lamb shift scales
with n23, n being the principal quantum number).
Obviously, such a measurement in the x-ray range
needs to be very precise to yield a meaningful number
on the QED part, and several decades of development
were needed to bring about very high precision. One
major problem that turned up was the lack of precise
reference wavelengths, which needed much thought
and insight to overcome. The regular procedure re-
quires the careful measurement of reference data in a
standards laboratory and the development of portable
references in the form of transfer light sources, whose
reproducibility requires a lot of attention. Nowadays
there is a second option, that is, x-ray diffraction
crystals can be characterized in terms of optical
interferometrical standards [83]. A pertinent problem
is that of which light source to exploit for the actual
measurement. Tokamaks, laser-produced plasmas,
foil-excited fast ion beams were all tried. At present
the best contenders are EBIT and heavy-ion storage
rings with an electron cooler. EBIT is a stationary
light source and thus has few problems beyond the
intricacies of precision x-ray spectroscopy itself. The
competitor technique has a few more problems, in
particular the Doppler shift, and therefore it has not
quite achieved the same accuracy, but is interesting in
its own right and deserves a discussion.

If a fast ion beam is observed at right angles, the
first order Doppler shift is zero, but the Doppler
broadening (due to a finite solid angle of observation)
is at a maximum. Along the ion beam trajectory
(forward or backward), the shift is at a maximum, but

Fig. 2. Schematics of an ion storage ring section with an electron
cooler. Ions that change charge state by interaction with the merged
electron beam leave the storage trajectory at the next bend of the
ring and can be detected.
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the broadening would be minimal. With a storage
ring, the latter geometry is feasible, by putting the
detector at the next bending magnet, so that the ion
beam is deflected away before it would hit the
detector. Excitation of the level of interest is achieved
by electron capture in the electron cooler, with almost
no momentum transfer. Ions that capture an electron
move on a separate trajectory afterwards and can be
detected with practically 100% efficiency. Thus x-ray
detection can be done in coincidence with the capture
event, and very clean spectra can be obtained [84,85].
The systematic error problems lie in the geometric
setting and the need to establish the ion velocity with
high precision.

Both experimental techniques, using EBIT or stor-
age ring, are presently near 10 eV uncertainty for the
ground state Lamb shift in U911 (or few-electron ions
of U). This is terrific, but theory claims that the
uncertainty level of the calculations is down to 1 eV
or less, and an experiment testing theory would need
to do better than that.

In contrast, there is another case of a one-electron
heavy ion system where experiment leads theory by a
wide margin: The 21 cm line of atomic hydrogen, a
mainstay of radioastronomy, originates from the tran-
sition between the two hyperfine structure levels of
the ground state. The energy of such transitions scales
with Z3, and for209Bi811 the line is in the near UV
(243 nm). It has been observed—after a lengthy
search—at the electron storage ring (ESR) at GSI
Darmstadt [86]. A Doppler-shifted laser pulse was
used to excite the upper hyperfine level from the
lower one, and the subsequent fluorescence was
observed. One feat was the finding of the reso-
nance, but another interesting entity is the atomic
lifetime measured on this transition. Even after
detailed calculations and modeling of the magnetic
moment distribution in the nucleus, theory is not
yet in agreement with the experimental finding of
0.35 ms— off by about 15%. The same transition
has been seen in EBIT, in isotopes of Ho (Z 5 67)
or Re (Z 575) [61,63], where precise wavelength
measurements are much easier to achieve, without
need for a laser, by straightforward spectroscopic

observation. Again, theory does not match the
experimental findings yet.

10. He-like ions

In the multiply charged two-electron ions, the most
interesting levels are all in then 5 2 shell. However,
there are more of these than in the H-like ions,
because electron–electron interaction and correlation
come into play. There are singlet and triplet levels,
and spin–changing E1 and M2 intercombination tran-
sitions connecting the two term systems (Fig. 3).
Some of the weak transition branches have recently
been driven by lasers acting on fast N51 ion beams,
establishing very precise connections of singlet and
triplet terms [87,88]. The 1s2p 3P1

0 level mixes with
the 1s2p 1P1

0 singlet level and thus decays to the
singlet ground state (theZ10 scaling of the transition
probability (same scaling, but for other reasons than
for the M1 transition above) makes this the dominant
decay branch beyond nitrogen (Z 5 7), and the fine
structure transition hardly observable beyondZ 5 12
[89]. The 1s2p 3P2

0 level has the fine structure
transition to the 1s2s 3S1 level and a magnetic
quadrupole (M2) decay branch to the ground level;
the M2 transitions scale withZ8 and exceeds the

Fig. 3. The strongest transitions in a simplified level scheme (n 5
2 only) of a two-electron ion. (The energy intervals are not to
scale.)
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competitor beyond Ar (Z 5 18). Now, the 1s2p 3P0
0

level is the lowest3P level above the 1s2 1S0 ground
state, and it also hasJ 5 0, which strictly forbids
single photon transitions to take place. Multiphoton
transition rates have been calculated, but found to be
extremely low. However, if the nucleus has a spinI ,
hyperfine interaction splits the fine structure levels.
There then are hyperfine levels of theJ 5 0 andJ 5
1 levels that have the same total quantum numberF
from the coupling ofJ andI , and therefore they mix.
Hyperfine interaction mixes 1s2p 3P0

0 and 1s2p 3P1
0,

and spin–orbit interaction mixes 1s2p 3P1
0 and 1s2p

1P1
0, and in this roundabout way, theJ 5 0 level can

decay by emission of a single photon to ground, albeit
with low probability. All the mixings depend—among
other contributions—on the level separation. Where
the level separation is known, one learns about the
mixing operator from a lifetime measurement. Vice
versa, a beam–foil lifetime measurement on Ag451,
assuming theoretical understanding of the mixing
process, can tell the level separation which may be
difficult to obtain experimentally [48].

The allowed transitions within then 5 2 shell
have been exploited for Lamb shift measurements,
because spin–conservation hinders the fast decay to
the ground state and thus prevents the corresponding
level broadening, at the cost of having to deal with a
more complex system. Much work on these has been
done by beam-foil spectroscopy over the years, and
surveys and details can easily be found elsewhere [7].
However, there also is a peculiar decay that is still of
active research interest, that is the transition 1s2

1S0–1s2s 3S1. This decay had been declared by
theoreticians to proceed via multiphoton processes
only [90], but was then identified as a single-photon
magnetic dipole (M1) line in the sun [91]. The
transition is purely caused by relativistic effects, and
the transition probabilityAM1 scales withZ10. Appar-
ently the most precise calculation for a wide range of
elements at present is that by Johnson et al. [92]. This
transition rate has been measured for atoms and ions
from neutral He to Xe521, with lifetimes from thou-
sands of seconds to picoseconds, spanning 15 orders
of magnitude. The techniques reached from laser
absorption and ion traps for He and Li1 via dielec-

tronic recombination at a storage ring [93], EBIT
[94–99], a (relatively) slow recoil ion beam [100] to
beam–foil spectroscopy [38,39]. In the extreme, at
Z 5 92, the 1s2s 3S1 lifetime is much shorter than
that of the 1s2p 3P0

0 level which repopulates the
upper level. [The decay of the 1s2p 3P0

0 level to the
1s2s 3S1 level is the only one of these fine structure
transitions to survive up to highZ (in isotopes without
hyperfine structure), the others have so much stronger
decay branches to the ground state that practically
nothing is seen of the transition within the same
shell.] This cascade in the 1s2s 3S1 level decay curve
has been evaluated in order to derive a measure of the
n 5 2 Lamb shift in He-like uranium [13] from the
3P0

0 level lifetime, which depends on the3S1–3P0
0

level splitting of which the Lamb shift is a sizable
fraction.

Because nowadays He-like ions can also be calcu-
lated with high precision, precision lifetime numbers
on the 1s2s 3S1 level are of interest in order to test
these calculations. Calculated lifetimes depend on
details of the atomic wave functions where wave-
length measurements are less sensitive. Thus both
types of experiments are wanted. The first very
precise lifetime measurements in this case used an
electron cooler at a heavy ion storage ring: A beam
of electrons of low relative energy is merged with
the ion beam. If the total energy is degenerate with
a doubly excited state, radiative stabilization may
happen and an electron may be captured. As two
electrons are involved, this is termed dielectronic
recombination (DR). There are resonances, so that
individual levels can be studied, and the change of
charge state can be detected with high efficiency.
The reaction rates are low, so that the stored ion
beam is only minimally perturbed by this DR
process. Thus the DR process can be used as an
almost nonintrusive probe for the remaining popu-
lation of a particular excited state, if the neighbour-
ing states are far enough away so that the reso-
nances can be separated. This technique has been
demonstrated with remarkably precise results at the
Heidelberg TSR ring, measuring the lifetime of the
lowest triplet level, 1s2s 3S1, in He-like ions of C
and N. The results aret 5 (20.626 0.09) ms for
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C41 and t 5 (3.91 6 0.07) ms for N51 [93].
Meanwhile there have also been measurements at
EBIT on such ions, from N51 to about S141. The
most precise of these so far was the measurement
on O61 (60.5%) [98] and Ne81 [99]. In the early
EBIT measurements [94], the electron beam energy
was raised above the excitation threshold for the
wanted level and then lowered, and the wanted
signal derived from the difference. In the newer
measurements, the electron beam is switched off
completely, and then EBIT runs as a Penning trap
with confinement times of many seconds [95,96].
The more recent results on this particular transition
all are in agreement with theory [92]. Various
calculations, however, do differ at the 1% level
(and show different Z-dependences). Now the in-
terest is to have experiment gain so much in
precision that it can discriminate even among such
precise calculations.

The 2s 2S1/ 2 level in H-like ions can decay either
by two-photon emission or by M1 decay. For the 1s2s
1S0 level in He-like ions, there only is a two-photon
decay. The two-photon energy spectrum is a con-
tinuum, as only the sum energy of the two photons
is specified (the total transition energy). In beam–
foil spectra, the continua of H- and He-like origin
overlap, and it is very difficult to disentangle them
in order to study the spectral shapes (which tell
about interferences of the atomic processes) [36].
With a heavy-ion storage ring, storing only a single
charge state, this is easier. However, in order to see
light, there first has to be excitation, and the
lifetimes involved are too short to separate excita-
tion and detection. The excitation can be initiated
by passing the ions through a dilute gas target. This
implies that a higher charge state has been stored
before, naked or one-electron ions. Single electron
capture is more likely than double electron capture,
and the capture processes also depend on the
collision energy. An experiment in this context
used the ESR storage ring at GSI to prepare the ions
and provide them at specific energies in a wide
range [101]. The ions were then slowly extracted,
so that electronic pile-up could be avoided. A
variety of x-ray detectors was employed to study

the two photons of interest in coincidence, as well
as other clues to the capture processes.

11. Li-like ions

Three-electron ions, with a single electron outside
of a closed shell, are not quite as precisely calculable
as true one-electron ions, but are quite competitive in
practice. Also, the closedn 5 1 shell means that the
decays are restricted to smaller term differences
which then reveal more detail. Measurements with
fast ion beams [14,40] and EBIT [58] reach up to
U891 and, because of the better experimental han-
dling, may be even more precise in terms of the QED
contributions than those on the true one-electron
systems.

12. Be-like ions

Four-electron ions are closely related to the He-
like two-electron-ions discussed above. TheK shell,
however, is filled, and thus the x-ray decay not
available. The resonance and intercombination transi-
tions for most ions of the sequence are then in the UV
and EUV. This renders all other transitions, in partic-
ular the transitions between fine structure levels,
better observable, as the competitor is absent. Also,
for the low-lying levels, the two electrons are in the
same shell, interacting more strongly with each other
than in He-like ions with one electron in then 5 1
shell. Otherwise, of course, there are extensive simi-
larities (Fig. 4).

C21 may serve as a numerical example. Carbon is
an element not only abundant on Earth, but also in the
Sun and other stars and cosmic plasmas. Beyond the
stable (singlet) ground state, 2s2 1S0 in spectroscopic
notation, Be-like ions have a few long-lived levels,
the lowest ones in the triplet system. The lowest of
these, 2s2p 3P0

0, is truly long-lived, because no single
photon can combine this level with the only lower
level, the ground state. For C21, theory tells of 108 s
or more than 3 years [102], a lifetime that seems
beyond laboratory measurements by far. In order to
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measure this, one would need to have a vacuum with
collisions that are even rarer, and much of outer space
has more matter than would be permissible for this.

There are two more levels in the same level
multiplet or term, 2s2p 3P1

0 and 2s2p 3P2
0. The first

of these can decay to the ground state if the spin
changes, a serious obstacle. Instead of the fraction-of-
a-nanosecond—lifetime of the related singlet (reso-
nance) level, theory indicates a lifetime of about 10
ms—about 8 orders of magnitude more! This lifetime
has recently been measured at a heavy-ion storage
ring [103]: Negative carbon ions from an ion source
were accelerated to an energy of 1.5 MeV, sent
through a gas where some of them lost three electrons
to become C21 ions. These were further accelerated to
about 4.5 MeV (a peculiarity of the tandem acceler-
ator used here), separated from other charge state and
energy ions in a magnetic field, guided (by further
magnetic and electric fields) to a storage ring (Fig. 5),
and inserted into the guiding fields there, all under
very good vacuum. The ion beam was accumulated
over about 30 turns in the ring. Then the injection was
stopped and the beam left to itself, but observed by
particle and photon detectors and current-measuring
devices. All excitation had to happen in the stripping
process in the accelerator, because there was no later
interaction of ions and matter. (In this sense, this was
a beam–gas experiment in the beam–foil tradition.)
The transport to the storage ring and the injection
process took about 1 ms. This is short compared to the
lifetime of interest, so most of the ions excited to the
level of interest would still be excited after that time.

However, the vast majority of other levels has life-
times in the nanosecond to microsecond range and
would have decayed to low-lying levels long before
observation began. Observation of the decay signal
(Fig. 6) of the level of interest proceeded as time-
resolved observation of the 190 nm light from the
intercombination decay to the ground state, by a
low-noise photomultiplier aided by a simple light
collection system, viewing a section of about 5 cm,
that is about 1023 of the 55.4 m circumference of the
TSR heavy-ion storage ring. After 200 ms (much
longer than the lifetime of interest) the stored ion

Fig. 4. Level scheme of the lowestn 5 2 levels of a four-electron
ion, with the dominant transitions indicated. (The energy intervals
are not to scale.)

Fig. 5. Optical detection of the decays of long-lived atomic levels
in an ion storage ring.

Fig. 6. Sample curve of an experiment on doubly charged carbon
ions [103]. The range shown includes the filling of the storage ring
(early times) and the decrease of the optical signal until it
disappears into the detector background.
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beam was dumped, and the storage ring refilled. The
ion storage time constant was about 10 s, so that the
corresponding correction to the optical signal was as
small as 0.1%. The beauty and cleanliness of this
experiment resulted from several factors: ion produc-
tion and selection occurred in a place different from
the storage and observation, and by storage at mega-
electron volt energies at which collision cross sections
are small and a direct monitoring is possible, the
measurement reached an extremely small uncertainty
of only 0.13%. This meant a factor of 50 improvement
(and a notable correction) over earlier measurements
with a radiofrequency ion trap.

For those near-neutral ions, theory has problems.
The Coulomb field of the nucleus is not so much
stronger than the influences of the other electrons, and
electron-electron correlation effects are important.
Atomic structure there has the benefit of a guide, the
Ritz principle, for the optimization of the lowest level
of each symmetry: A computational imperfection will
yield a level value higher than the true one—the
lowest from a number of trials is assumed to be best.
However, the calculation of transition probabilities
involves the square of the radial wave functions,
which may be nonorthogonal and for which there is
no such optimization rule. One may assume that
perfect wave functions will describe the ion perfectly,
but experiment tests whether in fact theory is close to
that required perfection.

For the ions of the Be isoelectronic sequence, a
single set of calculations now is available that appears
to represent the lifetime trends of both the 2s2p 1P1

0

resonance level and of the intercombination decay of
the 2s2p 3P1

0 level discussed above [104]. For the
singlet transition, theory is more precise than experi-
ment, whereas for the intercombination transition—
after years of lacking any good data—experiment is
more precise now than even the best calculation. The
situation seems much less well understood for ions
with the same number of electrons in the outermost
open (valence) shell, but more inner closed shells, like
the Mg isoelectronic sequence (see the following).

In C21, the higher-lying other fine structure level,
2s2p 3P2

0, predominantly decays via a magnetic
quadrupole decay to the ground state. It would be

good to also know the 2s2p 3P2
0 level lifetime

precisely, which calculation puts near 180 s. Such a
long lifetime is a challenge for experiment. In more
highly charged ions of the Be sequence, the M1 decay
to the 2s2p 3P1

0 level dominates. In contrast, it ought
to be possible to measure the (just less than 1 ms)
lifetime of the same 2s2p 3P2

0 level in, say, Ti181,
using the very same equipment as for the above
mentioned experiment on C21, and obtain a decay
rate that is largely given by the M1 transition ampli-
tude.

A number of forbidden transition rates (“forbid-
den” means not possible by electric–dipole transition,
because of parity andJ values involved) in few-
electron ions have been measured by now. Among
these are M1/E2 transitions in Si61 and Si81, which
are of interest in the diagnostics of astrophysical
plasmas [105]. The first EBIT lifetime measurements
on such forbidden transitions in Ar131, Kr221, and
Xe321 [106–109] have shown the principle to work
well, but have not yet reached a precision of better
than 5%. Part of the problem is that photomultipliers
for visible light are noisier than x-ray detectors (where
more energy per photon makes it easier to discrimi-
nate against unwanted signals). Also, a spectrometer
has a much lower detection efficiency (by solid angle
and detector response) than an x-ray diode. However,
the 1% uncertainty range seems in reach at EBIT even
with visible forbidden lines. A further help in this
quest is provided by an electron beam energy that can
be set to fairly low values (below 1 keV), so that
individual charge states can be discriminated against.
EBIT has not only reached U911 [9], but can produce
spectra of the full range of few-electron ions of
uranium [58]. This offers systematic access to wave-
length data that are sensitive to QED effects, and the
quality of the theoretical treatment is found to be
different in the various ions. Also, EBIT with its
low-density environment is able to show forbidden
lines that are collisionally quenched in most other
light sources. An example is the 3d4 5D2–5D3 tran-
sition in Ti-like ions, that has been found (by theo-
retical studies [110]) to vary very little in wavelength
for a wide range of ion charges (the normal case is a
Z4 variation of such fine structure intervals—very
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steep [111–113])! The wavelength is in the near
ultraviolet range, very handy for the diagnostics of
future hot low-density plasmas like envisaged for
large fusion test devices. Guided by theory, this line
has subsequently been seen in four different EBITs
[108,114,115], in ions up to Au571 [109], and its
transition rate been measured in Xe321 [106]. EBIT
seems a very useful light source to study a multitude
of those forbidden transitions and establish their
systematics, so that they then can be used in the
diagnostics of whatever plasmas.

For some atomic spectroscopy problems, there will
be competition of heavy-ion storage rings and EBIT.
For example, the same hyperfine-interaction induced
decay process as discussed with He-like ions is
possible with Be-like (and Mg-like etc.) ions, too
[116,117]. Because the resonance transition has a
lower transition rate in Be-like ions, the intercombi-
nation and hyperfine-induced transitions will be cor-
respondingly slower, too. For the Be sequence (n 5
2 levels) and the closely related Mg sequence (n 5 3
levels) this means (roughly) millisecond lifetimes of
the J 5 0 level, for ions up to uranium. In principle
this can be done by using either ion storage rings or
EBIT. However, to produce such highly charged ions
for a storage ring requires a source for extremely high
charge states (EBIT’s sister EBIS?) or an accelerator
system in first place—and therefore it would be much
more sensible, though perhaps not quite so precise a
result, to use EBIT all the way. For lower charge
states, heavy-ion storage rings might do better, be-
cause of their cleaner physical conditions.

13. Mg I sequence

The intercombination decay of the 3s3p 3P1
0 level

in Mg-like ions has been studied by ion trap work for
Al1 and Si21 (the latter also by a pilot heavy-ion
storage ring experiment [118]), and by beam–foil
spectroscopy for a number of ions from Fe onwards
[15,119]. Although there is reasonable agreement
(small error bars for very few ions only) up to about
Z 5 35, the data beyond either show an unexplained
deviation from standard calculations or are not par-

ticularly precise. More and better data are needed, and
similarly so for the Al I [120] and Si I isoelectronic
sequences, with three or four electrons in an open
shell. The same holds for the next higher shells, that
is the Zn I, Ga I and Ge I sequences: Experimental
wavelength data are grossly incomplete, and reliable
(in need of semiempirical adjustment and not neces-
sarily accurate even then) calculations rare and in-
complete. The experimental lifetime data on the
intercombination decays are good enough to oust
some calculations. However, neither experiment nor
theory are up to detailed tests yet.

14. Interactions with atoms or electrons in the
storage ring

In addition to the classical spectroscopy that de-
pends on the excitation of ions from the ground state,
there are other intriguing types of spectroscopy that
“comes from above:” Radiative recombination (RR)
and laser-induced recombination. Both are arranged
for to happen inside the electron cooler of an ion
storage ring. If ions and electrons travel alongside at
the same speed, recombination occurs as a two-body
process, and it populates the target ion from above.
The ion beam is deflected by the dipole magnets of the
storage ring before it reaches the detector. If electron
capture took place, the ion trajectories of unharmed
and recombined ions separate in the field of the dipole
magnet. A coincidence of the ion with a photon from
the RR process will contribute to a very clean spec-
trum. In this way, X-ray spectra of one-electron
Au781 ions have been obtained [84,85] which are
among the most sensitive in terms of QED contribu-
tions.

The recombination process can be enhanced by
offering the photon field of a laser beam [121,122], so
that a transition from the continuum to a selected
atomic shell is possible, and further selected transi-
tions from there. Observation along the ion beam
suffers from maximum Doppler shift (may be helpful
for using a technically good laser on an otherwise
difficult to reach transition) but minimum broadening
(good for high-resolution spectroscopy). This tech-
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nique permits the selected population of high-lying
levels in multicharged ions without the need to first
overcome the large energy steps from the ground state
to even the lowest excited levels. Obviously, photon
spectroscopy is not yet at the end of its many
possibilities.
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[120] E. Träbert, U. Staude, P. Bosselmann, K.H. Schartner, P.H.

Mokler, X. Tordoir, Eur. Phys. J. D 2 (1998) 117.
[121] S. Borneis, F. Bosch, T. Engel, M. Jung, I. Klaft, O.
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